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Introduction

« Can very large scale
parallelism and high
resolution be used to
Improve real-time
hurricane prediction?
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* The hurricane problem
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* Results on Blue Gene/P
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he Hurricane Problem

« Worldwide, weather-related disasters

outnumber other natural disasters 9 to 1 T s°"’“°““°a""i
. : HURRICANE WARNING: =

Hurricanes cause more than ha_lf of all The Critical Need fora

damage from weather hazards in U.S. National Hurricane

- $36B losses per year; 2004-05: $100B, oo Inigpe
1450 deaths >

« Half of U.S. population within 50 miles
of a coastline
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Improving Meteorology

Prediction of hurricane track has improved to the
point where the goals of the USWRP have been
reached; progress with intensity prediction has been
slower (Davis et al, MWR, 2008)

Multi-scale problem:

— Inner core dynamics

— Interaction with underlying land and sea surfaces

Can understanding of inner core dynamics (and thus
prediction) be improved with higher resolution?

Mesoscale & Microscale Meteorological Division / NCAR



Improving Meteorology
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— Pgrameterized Diffusion = LES
dx=1667/m dx=556m dx=185m dx=62m
Méan=53.4 m/s Mean=73.2 m/s | Mean=77.1 m/s I\/Iea;f=72.0 m/s|
i Max=86.7 m/s Max=86.2 m/s
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« Parameterized diffusion from sub-grid turbulence is made to decrease with dx
to prevent frontal collapse in conventional weather simulations

 However, for hurricane eyewalls, this causes spurious intensification as

resolution is increased

« At LES resolution, diffusion is generated by explicitly resolved turbulence:
both intensity and maximum winds exhibit behavior observed in real storms

Images and results from Rotunno, Chen, et al. LES of an idealized tropical cyclone, BAMS, 2009 (submitted)
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« These results are with an idealized hurricane and suggest that very high LES
resolution may provide value both for improving understanding and for real-
time prediction with real-data cases

 Meanwhile, use large-scale parallelism to extend our current Hurricane WRF
simulations and provide meteorological and computational insight

Images and results from Rotunno, Chen, et al. LES of an idealized tropical cyclone, BAMS, 2009 (submitted)



WRF Model for Hurricanes

Weather Research and Forecast model

— Community weather model supported
by NCAR http://www.wrf-model.org

— CO m p u tatio n al Ch a ra Cte ri Sti CS m THE WEATHER RESEARCH & FORECASTING MODEL

Tuesday 17 November 2009

» Explicit finite difference on regular

. . . . . WRF Administration 3% About the Weather Research & Forecasting Model
Complete details at: Events
artesian grids, Single (32-bit) floating =
’ Bt The Weather Research and Forecasting (WRF) Madel s & 1‘:; ‘,W'“:v’iiwr”,iffl‘“m‘
. L fisans At tion mesoscale numerical weather prediction system Start Date: 01 - 25 - 2010
pOI nt p reCI S I O n Directory: by Group designed to serve both operational farecasting and atmospheric End Date: 02 - 04 - 201
Directory: Alphabetical|  resesrch nesds. It features multipl dynamical cres, a 3-dimensional
The DTC variational (3DVAR) data assimilation system, and a software

H - architecture allowing for computational parallelism and system B\ /IR 450
L] eS I I I e O ' e I | The St Annusl WR Users' Workshop Presentatons
- y y extensibility, WRF is suitable for a broad spectrum of applications across S raonle

scales ranging from meters to thousands of kilomsters.

.
WRF Ve 3.1 Rell Infe ti
I be rl d y C U DA_ . The effortto develap WRF has been a collaborative partnership, princinally among the National Center ARen s Reeese lbmaton

for Atmospheric Research (NCAR), the National Oceanic and Atmospheric Administration (the National
Centers for Environmental Prediction (NCEP) and the Forecast Systems Laboratory (FSL), the Air Force Th Wﬂm are now
avai on tf jeb in PDF at,
. . H Weather Agency (AFWA), the Naval Research Labaratary, the University of Oklshoma, and the Federal T e Ty
| l al l‘ el I lel l S O r u rrl‘ al Ie SI l I I l l a Iol l Aviation Administration (FA4). WRF allows researchers the ability to conduct simulations reflecting either

real data or idealized configurations. WRF pravides operational forecasting a model that is flexible and The WRAE's strategic plan for WRF model

development: Research-Community Priorities for

WRF-System Development

Announcements

eficient computationally, whils ffering the advances in physics, numerics, and data assinilation
contributed by the research community.

— Vortex following moving nests DA
— Mixed-layer ocean
— Physics and surface parameterizations
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WRF Model for Hurricanes

« Weather Research and Forecast model

— Community weather model supported
by NCAR

— Computational characteristics

» Explicit finite difference on regular
Cartesian grids, Single (32-bit) floating
point precision

» Designed for HPC: MPI, OpenMP,
Hybrid, CUDA...

 Enhancements for hurricane simulation
— Vortex following moving nests
— Mixed-layer ocean
— Physics and surface parameterizations

Observation

SST change (K)
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Case: Hurricane Bill (Aug. 18-23)

« Configuration from real-time hurricane
forecast system running 2009 season on the
NCAR Power6 system

— Five-day nested simulations
— 12km, 4km, and 1.33km vortex following nest

« Adapt to 4096 nodes (16K cores) on Blue

Gene

— Expand finest mesh to 1000km square to
cover entire storm, not just eyewall

— Also increase the outermost 12km domain to
get improved large-scale forcing

— Run on largest possible number of cores of (
BG/P (Intrepid.alcf.anl.gov) for five days and 320km
evaluate both model and computational
performance

Mesoscale & Microscale Meteorological Division / NCAR




Case: Hurricane Bill (Aug. 18-23)

« Configuration from real-time hurricane
forecast system running 2009 season on the

NCAR Power6 system | :
— Five-day nested simulations o » ;o "' x -._i.{ffi,':,\ “
— 12km, 4km, and 1.33km vortex following nest m: pF :
« Adapt to 4096 nodes (16K cores) on Blue mf
Gene mpoiie 2

— Expand finest mesh to 1000km square to = ‘ P
cover entire storm, not just eyewall S ﬁ

— Also increase the outermost 12km domain to : P ¥
get improved large-scale forcing - it e = :

— Run on largest possible number of cores of ~ wi - - )
BG/P (Intrepid.alcf.anl.gov) for five days and = i TR
evaluate both model and computational TN WM ol Vo
performance \ |
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Hurricane Bill, Configuration 1:
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Simulations on ALCF Blue Gene/P
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Results

« Configuration 1

— Track is too far east but within typical uncertainty for 5 day
forecast

— Intensity is better than any other forecast of Bill, but may be
because the track took it over colder water

« Configuration 2
— Track is very good

— The intensity is over predicted, as with most other runs for
this case

Difficult to draw conclusions based on initial runs of a
single case; more study at high resolution needed
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Computational results
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Real time?

Regardless of domain size we
won'’t do better than 20x real
time with this domain — just
barely real-time capable

Detailed instruction count from
UPC version of HPM

— Almost no use of the SIMD
double precision units

— WRF can be run double precision
but it isn’'t a win
Blue Gene/Q will have single
precision SIMD capability

fadd,fadds,fsub,fsubs
fmul,fmuls
fmadd,fmadds,fmsub,...
fdiv,fdivs

fpadd,fpsub
fomul,fxmul,fxpmul,fxsmul

fpmadd,fpnmadd,fpmsub,...

Trillions
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Conclusions

NARC2 TC tracks 1995-2003

Large-scale parallelism can be

used efficiently, if high

resolution is justified

— Understanding of inner storm
dynamics

— Eliminate need for
parameterized diffusion in real-
time runs ‘

Real-time speed is attainable,
especially once BG/Q arrives

Efficient I/O and other scaling
Issues to be addressed

NARC2 TC tracks 2020-2024

Other research: Use of high resolution for climate effects on
number and intensity of hurricanes

Thanks to ALCF for time and assistance on Intrepid.
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